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1 INTRODUCTION

Graph-structured data widely exist in diverse real-world scenarios, such as social networks, e-commerce graphs, citation graphs, and biological networks. Analysis of these graphs can uncover valuable insights about their respective application domain. In particular, semi-supervised node classification on graphs [2] is an important task in information retrieval. For instance, on a content-sharing social network such as Flickr, content classification enables topical filtering and tag-based retrieval for multimedia items [34]; on a query graph for e-commerce, query intent classification enhances the ranking of results by focusing on the intended product category [10]. Such scenarios are semi-supervised, as only some of the nodes on the graph are labeled with a category, whilst the remaining nodes are unlabeled. The labeled nodes and the intrinsic structures between both labeled and unlabeled nodes (i.e., the graph) can be used for training a model to classify the unlabeled nodes.

Unfortunately, traditional manifold-based semi-supervised approaches on graphs [2, 9, 44, 54, 56] mostly assume a transductive setting. That is, the learned model only works on existing nodes in the same graph, and cannot be applied to new nodes added to the existing graph or entirely new graphs even if they are from the same domain. As Figure 1(a) shows, a transductive approach directly trains a model \( \theta_i \) on the labeled nodes of each graph \( G_i \), and apply the model to classify the unlabeled nodes in the same graph \( G_i \). While some simple inductive extensions exist through nearest neighbors or kernel regression [17], they can only deal with new nodes in a limited manner by processing the local changes, and often cannot generalize to handling new graph structures. The ability to handle new graphs is important, as we often need to deal with a series of ego-networks or subgraphs [7, 22, 53] when the full graph is too large to process or impossible to obtain. Thus, it becomes imperative to equip semi-supervised node classification with the inductive capability of generalizing across graphs.

Problem setting. In this paper, we study the problem of inductive semi-supervised node classification across graphs. Consider a set of training (existing) graphs and a set of testing (new) graphs. In a training graph, some or all of the nodes are labeled with a category; in a testing graph only some of the nodes are labeled and the rest are unlabeled. The nodes in all graphs reside in the same feature space and share a common set of categories. Our goal is to learn an inductive model from the training graphs, which can be applied to the testing graphs to classify their unlabeled nodes.

Prior work. State-of-the-art node classification approaches hinge on graph representation learning, which projects nodes to a latent, low-dimensional vector space. There exist two main factions: network embedding [4] and graph neural networks (GNNs) [45].

On one hand, network embedding methods directly parameterize node embedding vectors and constrain them with various local
structures, such as random walks in DeepWalk [31] and node2vec [14], and first- and second-order proximity in LINE [38]. Due to the direct parameterization, network embedding has limited inductive capability like the traditional manifold approaches. For instance, the online version of DeepWalk handles new nodes by incrementally processing the local random walks around them.

On the other hand, GNNs integrate node features and structures into representation learning. They typically follow a message passing framework, in which each node receives, maps and aggregates messages (i.e., features or embeddings) from its neighboring nodes in multiple layers to generate its own embedding vector. The implication is that GNNs are parameterized by a weight matrix in each layer to map the messages from the neighboring nodes, instead of directly learning the node embedding vectors. In particular, the weight matrices give rise to the inherent inductive power of GNNs, which can be applied to similarly map and aggregate messages in a new graph given the same feature space. As Figure 1(b) shows, we can train a GNN model $\theta$ on a collection of training graphs $\{G_1, G_2\}$, which are image co-occurrence subgraphs of an image-sharing network like Flickr [52]. Specifically, in every subgraph, each node represents an image, and an edge can be formed between two images if they have certain common properties (e.g.,submitted to the same gallery or taken by friends). The learned model $\theta$ can be deployed to predict the unlabeled nodes on new testing graphs $\{G_3, G_4\}$, which are different subgraphs from the same image-sharing network. In particular, nodes in all subgraphs share the same feature space and belong to a common set of categories.

Challenges and present work. While most GNNs can be inductive, ultimately they only train a single inductive model to apply on all new graphs. These one-model-fits-all approaches turn out to suffer from a major drawback, as they neglect inter-graph differences that can be crucial to new graphs. Even graphs in the same domain often exhibit a myriad of differences. For instance, social ego-networks for different kind of ego-users (e.g., businesses, celebrities and regular users) show dissimilar structural patterns; image co-occurrence subgraphs in different galleries have varying distributions of node features and categories. To cope with such inter-graph differences, it remains challenging to formulate an inductive approach that not only becomes aware of but also customizes to the differences across graphs. To be more specific, there are two open questions to address.

First, how do we dynamically adjust the inductive model? A naive approach is to perform an additional fine-tuning step on the labeled nodes of the new graph. However, such a fine-tuning on new graphs is decoupled from the training step, which does not learn to deal with inter-graph differences. Thus, the two-step approach cannot adequately customize to different graphs. Instead, the training process must be made aware of inter-graph differences and further adapt to the differences across training graphs. In this paper, we resort to the meta-learning paradigm [33, 42], in which we do not directly train an inductive model. Instead, we learn a form of general knowledge that can be quickly utilized to produce a customized inductive model for each new graph. In other words, the general knowledge encodes how to train a model for new graphs. While meta-learning has been successfully adopted in various kinds of data including images [23], texts [19] and graphs [55], these approaches mainly address the few-shot learning problem, whereas our work is the first to leverage meta-learning for inductive semi-supervised node classification on graphs.

Second, more concretely, what form of general knowledge can empower semi-supervised node classification on a new graph? On one hand, every semi-supervised node classification task is different, which arises from different nodes and labels across tasks. On the other hand, every graph is different, providing a different context to the tasks on different graphs. Thus, the general knowledge should encode how to deal with both task- and graph-level differences. As Figure 1(c) illustrates, for task-level differences, we learn a task prior $\theta$ that can be eventually adapted to the semi-supervised node classification task in a new graph; for graph-level differences, we learn a graph prior $\phi$ that can first transform $\theta$ into $\theta'$ conditioned on each graph $G_i$ before further adapting $\theta_i$ to $\theta'_i$ for the classification task on $G_i$. In other words, our general knowledge consists of the task prior and graph prior, amounting to a dual adaptation mechanism on both tasks and graphs. Intuitively, the graph-level adaptation exploits the intrinsic relationship between graphs, whereas the task-level adaptation exploits the graph-conditioned relationship between tasks. This is a significant departure from existing task-based meta-learning approaches such as protonets [35] and MAML.

Figure 1: Illustrative comparison of transductive, inductive and our meta-inductive approaches for semi-supervised node classification on subgraphs of an image-sharing network. (Colored images: labeled nodes; black & white images: unlabeled nodes.)
Contributions. Given the above challenges and insights for inductive semi-supervised node classification across graphs, we propose a novel Meta-Inductive framework for Graph Neural Networks (MI-GNN). To summarize, we make the following contributions. (1) This is the first attempt to leverage the meta-learning paradigm for inductive semi-supervised node classification on graphs, which learns to train an inductive model for new graphs. (2) We propose a novel framework MI-GNN, which employs a dual-adaptation mechanism to learn the general knowledge of training an inductive model at both the task and graph levels. (3) We conduct extensive experiments on five real-world datasets, and demonstrate the superior inductive ability of the proposed MI-GNN.

2 RELATED WORK

We investigate related work in three groups: graph neural networks, inductive graph representation learning and meta-learning.

Graph neural networks. A surge of attention has been attracted to graph neural networks (GNNs) [45]. Based on their key operation of neighborhood aggregation in a message passing framework, they exploit the underlying graph structure and node features simultaneously. In particular, different message aggregation functions materialize different GNNs, e.g., GCN [20] employs an aggregation roughly equivalent to mean pooling, and GAT [40] employs self-attention to aggregate neighbors in a weighted manner. Recent works often exploit more structural information on graphs, such as graph isomorphism [47] and node positions [51].

Inductive graph representation learning. Recent inductive learning on graphs are mainly based on network embedding and GNNs. For the former, some extend classical embedding approaches (e.g., skip-gram) to handle new nodes on dynamic graphs [8, 29, 57], by exploiting structural information from the graph such as co-occurrence between nodes; others employ graph auto-encoders [12, 13] for dynamic graphs, by mining and reconstructing the graph structures. In general, this category of approaches only handle new nodes on the same graph, lacking the ability to extend to entirely new graphs. In the latter category, most GNNs are inherently inductive, and can be applied to new graphs in the same feature space after training [16, 46]. In this paper, we follow the line of inductive learning based on GNNs. More recently, a few pre-training approaches have also been devised for GNNs [18, 27, 41]. While they also learn some form of transferable knowledge on the training graphs, they are trained in a self-supervised manner, and the main objective is to learn universally good initializations for different downstream tasks. Thus, they address a problem setting that is different from ours.

Meta-learning. Also known as “learning to learn,” meta-learning [11, 35] aims to simulate the learning strategy of humans, by learning some general knowledge across a set of learning tasks and adapting the knowledge to novel tasks. Generally, some approaches resort to protonets [35] which aim to learn a metric space for the class prototypes, and others apply optimization-based techniques such as model-agnostic meta-learning (MAML) [11]. To further enhance task adaptation, the transferable knowledge can be tailored to different clusters of tasks, forming a hierarchical structure of adaptation [49]; feature-specific memories can also guide the adapted model with a further bias [6]; domain-knowledge graphs can also be leveraged to provide task-specific customization [36]. Another subtype of meta-learning called hypernetwork [15, 30] uses a secondary neural network to generate the weights for the target neural network, i.e., it learns to generate different weights conditioned on different input, instead of freezing the weights for all input after training in traditional neural networks. More recently, meta-learning has also been adopted on graphs for few-shot learning, such as Meta-GNN [55], GFL [50], GPN [5], RALE [25] and meta-tail2vec [26], which is distinct from inductive semi-supervised node classification as further elaborated in Section 3.1. Hypernetwork-based approaches have also emerged, such as LGNN [24] that adapts GNN weights to different local contexts, and GNN-FILM [3] that adapts to different relations in a relational graph.

3 PRELIMINARIES

In this section, we first formalize the problem of inductive semi-supervised node classification across multiple graphs. We then present a background on graph neural networks as the foundation of our approach. Major notations are summarized in Table 1.

3.1 Problem formulation

Graphs. Our setting assumes a set of graphs \( G \) from the same domain. A graph \( G \in \mathcal{G} \) is a quintuple \( G = (V, E, X, C, t) \) where (1) \( V \) denotes the set of nodes; (2) \( E \) denotes the set of edges between nodes; (3) \( X \in \mathbb{R}^{V \times d} \) is the feature matrix such that \( x_v \) is the \( d \)-dimensional feature vector of node \( v \); (4) \( C \) is the set of node categories; (5) \( t \) is a label function that maps each node to its category, i.e., \( t : V \rightarrow C \). Note that the node feature space and category set are the same across all graphs.

Inductive semi-supervised node classification. The graph set \( \mathcal{G} \) comprises two disjoint subsets, namely, training graphs \( \mathcal{G}^{tr} \) and testing graphs \( \mathcal{G}^{te} \). In a training graph, some or all of the nodes are labeled, i.e., the label mapping \( t \) is known for these nodes. In contrast, in a testing graph, only some of the nodes are labeled and the remaining nodes are unlabeled, i.e., their label mapping is unknown. Subsequently, given a set of training graphs \( \mathcal{G}^{tr} \) and a testing graph
Given \((S_\gamma, Q_\gamma)\) on \(G_\gamma \in \mathcal{G}^{\text{tr}}\),
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- \(\bullet\) Support node with label \(c\)
- \(\circ\) Query node with label \(c\) (in training)
- \(\bigcirc\) Query node without label (in testing)
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**Dual-adapted model \(\theta'_2\)**

**Predict**

**Figure 2:** Overall framework of MI-GNN, illustrating the pipeline on a training graph \(G_1\) and a testing graph \(G_j\).

Our goal is to predict the categories of unlabeled nodes in \(G\). This is known as inductive node classification, as we attempt to distill the training graphs to enable node classification in new testing graphs that have not been seen before.

**Distinction from few-shot classification.** While we address the semi-supervised node classification problem, it is worth noting that many meta-learning works \([23, 50, 55]\) address the few-shot classification problem. Both problems contain labeled and unlabeled nodes (respectively known as the support and query nodes in the few-shot setting), and thus they may appear similar. However, there are two significant differences. First, in few-shot classification, the query nodes belong to the same category as at least one of the support nodes. This is often unrealistic on a small graph where some categories only contain one node. In contrast, in our setting, the labeled and unlabeled nodes can be randomly split on any graph. Second, few-shot classification typically deals with novel categories on the same graph, but our setting deals with novel graphs with the same set of categories.

### 3.2 Graph neural networks

Our approach is grounded on graph neural networks, which are inductive due to the shared feature space and weights across graphs. We give a brief review of GNNs in the following.

Modern GNNs generally follow a message passing scheme: each node in a graph receives, maps, and aggregates messages from its neighbors recursively in multiple layers. Specifically, in each layer,

\[
\mathbf{h}_v^{l+1} = M(h_v^l, \mathbf{h}_u, \forall u \in \mathcal{N}_v; W^l),
\]

where \(\mathbf{h}_v^l \in \mathbb{R}^{d_l}\) is the message or the \(d_l\)-dimensional embedding vector of node \(v\) in the \(l\)-th layer, \(\mathcal{N}_v\) is the set of neighboring nodes of \(v\), \(W^l \in \mathbb{R}^{d_{l-1} \times d_l}\) is a learnable weight matrix to map the node embeddings in the \(l\)-th layer, and \(M(\cdot)\) is the message aggregation function. The initial message of node \(v\) in the input layer is simply the original node features, i.e., \(h_v^0 \equiv x_v\). For node classification, the dimension of the output layer is set to the number of node categories and uses a softmax activation.

The choice of the message aggregation function \(M\) varies and characterizes different GNN architectures, ranging from a simple mean pooling \([16, 40, 47]\) to more complex mechanisms \([16, 40, 47]\). Our proposed model is flexible in the aggregation functions.

### 4 METHODOLOGY

In this section, we present a novel graph inductive framework called MI-GNN, a meta-inductive model that learns to train a model for every new graph. In the following, we start with an overview of the framework, before we introduce its components in detail.

#### 4.1 Overview of MI-GNN

The overarching philosophy of MI-GNN is to design an inductive approach that can dynamically suit to each new graph, in order to cope with the inter-graph differences. A straightforward approach is to train a model on the training graphs, and further perform a fine-tuning step on a new graph in the testing phase. However, since the training step is independent of the fine-tuning step, it does not train the model to learn how to fine-tune on unseen graphs. In contrast, MI-GNN, hinging on the meta-learning principle, learns a general training procedure so that it knows how to dynamically generate a model suited to any new graph. We set forth the overall framework of MI-GNN in Figure 2.

First of all, MI-GNN exploits each training graph to simulate the semi-supervised node classification task in testing, as shown in Figure 2(a). Specifically, we take a training graph and split its nodes with known labels into two subsets: the support set and query set, following the task-based meta-learning setup \([11]\). While in a training graph both the support and query nodes have known category labels, we regard the support nodes as the only labeled nodes and the query nodes as the unlabeled nodes to simulate the semi-supervised classification process during training. On a testing...
graph, the labeled and unlabeled nodes naturally form the support and query sets, respectively, where the ultimate goal is to predict the unknown categories of the query nodes.

Next, on the simulated tasks, we learn a task prior and a graph prior during training. The task prior captures the general knowledge of classifying nodes in a semi-supervised setting, whereas the graph prior captures the general knowledge of transforming the task prior w.r.t. each graph. In other words, our general knowledge allows for dual adaptations at both the graph and task levels. On one hand, the graph prior captures and adapts for macro differences across graphs, as illustrated in Figure 2(b). On the other hand, the task prior captures and adapts for micro differences across tasks conditioned on a graph, as illustrated in Figure 2(c).

4.2 Graphs and tasks

Training tasks. We refer to the upper half of Figure 2(a) for illustration. On a training graph $G^t_i \in G^t$, we can sample a semi-supervised node classification task by randomly splitting its nodes with known labels into the support set $S^t_i$ and query set $Q^t_i$ such that $S^t_i \cap Q^t_i = \emptyset$. Specifically, without loss of generality, for the node set with known labels $\{v_{i,k} : 1 \leq k \leq m+n\}$ on $G^t_i$, the support and query sets are given by

$$S^t_i = \{(v_{i,k}, \ell(v_{i,k})) : 1 \leq k \leq m\},$$

$$Q^t_i = \{(v_{i,m+k}, \ell(v_{i,m+k})) : 1 \leq k \leq n\},$$

where $m = |S^t_i|$ and $n = |Q^t_i|$ denotes the number of nodes in the support and query sets, respectively. Note that for both support and query nodes, their label mapping $\ell$ is known on training graphs. During training, we mimic the model updating process on the support nodes w.r.t. their classification loss, and further mimic the prediction process on the query nodes. In particular, the labels of the query nodes are hidden from the model updating process on support nodes, but are used to validate the predictions on the query nodes in order to optimize the general knowledge.

Testing tasks. On the other hand, suppose a testing graph $G^e_j \in G^e$ has a node set $\{v_{j,k} : 1 \leq k \leq m+n\}$ such that nodes are labeled for $1 \leq k \leq m$ only and unlabeled for $m+1 \leq k \leq m+n$. The support and query sets are then given by

$$S^e_j = \{(v_{j,k}, \ell(v_{j,k})) : 1 \leq k \leq m\},$$

$$Q^e_j = \{(v_{j,m+k} : 1 \leq k \leq n\}. $$

The main difference from the training setting is that, the support set contains all the labeled nodes and the query set contains all the unlabeled nodes, as illustrated in the lower half of Figure 2(a). While the labeled support nodes on a testing graph are used in the same way as in training, the unlabeled query nodes are only used for prediction and evaluation.

In the following, for brevity we will omit the superscripts $tr$ and $te$ that distinguishes training and testing counterparts (such as $G^t_i$, $S^t_i$, $Q^t_i$ and $G^e_j$, $S^e_j$, $Q^e_j$) when there is no ambiguity or we are referring to any graph in general (i.e., regardless of training or testing graphs).

4.3 Graph-level adaptation

We first formalize the general knowledge consisting of a task prior and a graph prior, which are the foundation of the graph-level adaptation as illustrated in Figure 2(b).

Task and graph priors. The task prior $\theta$ is designed for quick adaptation to a new semi-supervised node classification task. Given that GNNs can learn powerful node representations, our task prior takes the form of a GNN model, i.e.,

$$\theta = (W^1, W^2, \ldots),$$

where each $W^i$ is a learnable weight matrix to map the messages from the neighbors in the $i$-th layer, as introduced in Section 3.2.

Different from most task-based meta learning [11, 35], our tasks are not sampled from an i.i.d. distribution. Instead, tasks are sampled from different graphs, and each task is contextualized and thus conditioned on a graph. We employ a graph prior $\phi$ to condition the task prior, so that the task prior can be transformed to suit each graph. The transformation model is given by

$$\tau(\theta, g, \phi),$$

which (1) is parameterized by the graph prior $\phi$; (2) takes in the task prior $\theta$, and the graph-level representation $g$ of an input graph $G$ (which can be either a training or testing graph); (3) outputs a transformed, graph $G$-conditioned task prior. In other words, the graph prior does not directly specify the transformation, but it encodes the rules of how to transform w.r.t. each graph. This is essentially a form of a hypernetwork [15, 30], where the task prior is adjusted by a secondary network (parameterized by $\phi$) in response to the changing input graph.

In the following, we discuss the concrete formulation of the graph-level representation $g$, the transformation model $\tau$ and its parameters $\phi$ (i.e., the graph prior).

Graph-conditioned transformation. To transform the task prior conditioned on a given graph $G$, we need a graph-level representation $g$ of the graph. A straightforward approach is to perform a mean pooling of the features or embeddings of all nodes. Although simple, mean pooling does not differentiate the relative importance of each node to the global representation $g$. Thus, we adopt an attention-based aggregation to compute our graph-level representation $g$ [1], which assigns bigger weights to more significant nodes.

Consider a graph $G_t$ (which can be either a training or testing graph) and its graph-level representation vector $g_t$. We perform feature-wise linear modulations [30] on the task prior in order to adapt to $G_t$, by conditioning the transformations on $g_t$. This is more flexible than gating, which can only diminish an input as a function of the same input, instead of a different conditioning input [30]. To be more specific, we use MLPs to generate the scaling vector $y_t$ and shifting vector $\beta_t$ given the input $g_t$, which will be used to transform the task prior in order to suit $G_t$. Specifically,

$$y_t = MLP_y(g_t; \phi_y),$$

$$\beta_t = MLP_\beta(g_t; \phi_\beta),$$

where $\phi_y$ and $\phi_\beta$ are the learnable parameters of the two MLPs, respectively. Here $y_t \in \mathbb{R}^{d_o}$ and $\beta_t \in \mathbb{R}^{d_o}$ are $d_o$-dimensional vectors, where $d_o$ is the number of parameters in task prior $\theta$. Note
that $\theta$ contains all the GNN weight matrices, and we flatten it into a $d_\theta$-dimensional vector in a slight abuse of notation.

Since $y_i$ and $\beta_i$ have the same dimension as $\theta$, we can apply the transformation in an element-wise manner, to produce the graph $G_t$-conditioned task prior as

$$\theta_i = \tau(\theta, g_i; \phi) = (y_i + 1) \odot \theta + \beta_i,$$  \hspace{1cm} (10)

where $\odot$ denotes element-wise multiplication, and $1$ is a vector of ones to ensure that the scaling factors are centered around one. The graph prior $\phi$, which forms the parameters of $\tau$, consists of the parameters of the two MLPs, i.e.,

$$\phi = \{\phi_y, \phi_\beta\}.$$  \hspace{1cm} (11)

Note that $\tau$ is a function of $g_i$ as well, since $y_i$ and $\beta_i$ are functions of $g_i$ generated by the two MLPs in Eqs. (8)–(9) in response to the changing input graph. In particular, the two MLPs play the role of secondary networks in the hypernetwork setting [15].

### 4.4 Task-level adaptation

Given any graph $G_t$ (training or testing), the graph-conditioned task prior $\theta_i$ serves as a good initialization of the GNN on $G_t$, which can be rapidly adapted to different semi-supervised node classification tasks on $G_t$. Following MAML [11], we perform a few gradient descent updates on the support nodes $S_t$ for rapid adaptation, and finally obtain the dual-adapted model $\theta'_i$ as shown in Figure 2(c). Too many updates may cause overfitting to the support nodes and thus hurt the generalization to query nodes, especially when the support set is small in the semi-supervised setting.

The following Eq. (12) demonstrates one gradient update on the support set $S_t$ w.r.t. the graph $G_t$-conditioned $\theta_i$, and extension to multiple steps is straightforward.

$$\theta'_i = \theta_i - \alpha \frac{\partial L(S_t, \theta_i)}{\partial \theta_i},$$  \hspace{1cm} (12)

where $\alpha \in \mathbb{R}$ is the learning rate of the task-level adaptation, and $L(S_t, \theta_i)$ is the cross-entropy classification loss on the support $S_t$ using the GNN model parameterized by $\theta_i$, as follows.

$$L(S_t, \theta_i) = -\sum\sum_{(v_{i,k}: f(v_{i,k}) \in C)} \log f(v_{i,k}; \theta_i)[c].$$  \hspace{1cm} (13)

where $I(*)$ is an indicator function, $f(*; \theta_i) \in \mathbb{R}^{1 \times |C|}$ is the output layer of the GNN parameterized by $\theta_i$ with a softmax activation, and $f(\cdot; \theta_i)[c]$ denotes the probability of category $c$.

### 4.5 Overall algorithm

Finally, we present the algorithm for training and testing.

**Training.** Consider a training graph $G_t \in G^t$ with graph-level representation $g_i$, and a corresponding task $(S_t, Q_t)$. The goal is to optimize the general knowledge in terms of the task prior $\theta$ and graph prior $\phi$ via backpropagation w.r.t. the loss on the query nodes after dual adaptations. Specifically, the optimal $\{\theta, \phi\}$ is given by

$$\arg \min_{\theta, \phi} \sum_{G_t \in G^t} L(Q_t, \theta'_i) + \lambda(\|y_t\|_2 + \|\beta_t\|_2),$$  \hspace{1cm} (14)

where (1) $\theta'_i$ is the dual-adapted prior after performing one gradient update according to Eq. (12) on the $G_t$-conditioned prior $\theta_i = \tau(\theta, g_i; \phi)$, implying that $\theta'_i$ is a function of $\theta$ and $\phi$; (2) $L(Q_t, \cdot)$ is the task loss using the same cross-entropy definition shown in Eq. (13), but computed on the query set $Q_t$; (3) the $L_2$ regularization $\|y_t\|_2 + \|\beta_t\|_2$ ensures that the scaling is close to 1 and the shifting is close to 0 to prevent overfitting to the training graphs, and $\lambda > 0$ is a hyperparameter to control the regularizer.

In practical implementation, the optimization is performed over batches of training graphs using any gradient-based optimizer. The overall training procedure is outlined in Algorithm 1.

**Testing.** During testing, we follow the same dual adaption mechanism on each testing graph $G_t \in G^t$ to generate the dual-adapted prior $\theta'_i$. The only difference from training is that, the query nodes are used for prediction and evaluation, not for backpropagation. That is, for any unlabeled node in the query set $v_{j,k} \in Q_j$, we predict its label as $\arg \max_{c \in C} f(v_{j,k}; \theta'_i)[c]$.

### 5 EXPERIMENTS

In this section, we conduct extensive experiments to evaluate MI-GNN. More specifically, we compare MI-GNN with state-of-the-art baselines, study the effectiveness of our dual adaptations, and further analyze hyperparameter sensitivity and performance patterns.

#### 5.1 Experimental setup

**Datasets.** We conduct experiments on five public graph collections, as follows. Their statistics are summarized in Table 2.

- Flickr [52] is a collection of 800 ego-networks sampled from an online image-sharing network. Each node is an image, and each edge connects two images that share some common properties.

<table>
<thead>
<tr>
<th>Table 2: Statistics of graph datasets.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset</td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td># Graphs</td>
</tr>
<tr>
<td># Edges (avg.)</td>
</tr>
<tr>
<td># Nodes (avg.)</td>
</tr>
<tr>
<td># Node features</td>
</tr>
<tr>
<td># Node classes</td>
</tr>
<tr>
<td>Multi-label?</td>
</tr>
</tbody>
</table>
For each graph collection, we randomly partition the graphs into 60%, 20% and 20% subsets for training, validation and testing, respectively. On each graph, we randomly split its nodes into two equal halves as the support and query sets, respectively. Our goal is to evaluate the performance of node classification on the unlabeled query nodes on the testing graphs, in terms of accuracy and micro-F1. Note that on multi-label graphs with \(|C|\) categories, we perform \(|C|\) binary classification tasks, one for each category. Each model is trained with 10 random initializations, and we report the average accuracy and micro-F1 over the 10 runs with 95% confidence intervals.

**Settings of MI-GNN.** First, our approach can work with different GNN architectures. By default, we use simplifying graph convolutional networks (SGC) [43] in all of our experiments, except in Section 5.3 where we also adopt GCN [20] and GraphSAGE [16] to evaluate the flexibility of MI-GNN. For all GNNs, we employ two layers with a hidden dimension of 16. For GraphSAGE, we use the mean aggregator.

Next, for graph-level adaptations, in Eqs. (8) and (9) we adopt MLPs with one hidden layer using LeakyReLU as the activation function, and a linear output layer. For task-level adaptations, we set the number of gradient descent updates to two, and the learning rate \(\alpha\) in Eq. (12) to 0.5 for Flickr, Yelp and Cuneiform or 0.005 for COX2 and DHFR. Lastly, for the overall optimization in Eq. (14), we use the Adam optimizer with the learning rate 0.01, and set the regularization co-efficient \(\lambda\) to 1 on Flickr and 0.001 on all other datasets. The settings are tuned using the validation graphs.

**Baselines and settings.** We compare our proposed MI-GNN with a comprehensive suite of competitive baselines from three categories.

(1) **Transductive approaches**, which do not utilize training graphs. Instead, they directly train the model using the labeled nodes on each testing graph, and we evaluate their classification performance on the unlabeled nodes in the same graph.

- **DeepWalk** [31]: an unsupervised network embedding method that learns node representations based on the skip-gram model [28] to encode random walk sequences. After obtaining node representations on a testing graph, we further train a logistic regression classifier using the labeled nodes.
- **Transduct-GNN**: applying a GNN in a transductive setting, where it is directly trained on each testing graph.

(2) **Inductive approaches**, which utilize the training graphs to learn an inductive model that can be applied to new testing graphs. In particular, a fixed inductive model is trained with either no or limited adaptation to the testing graphs.

- **Planetoid** [48]: Planetoid is a semi-supervised graph embedding approach. We use its inductive variant in our experiments.
- **Induct-GNN**: applying a GNN in an inductive setting, where it is trained on the training graphs, followed by applying the trained model on each testing graph to generate the node representations. The labeled nodes on the testing graphs are not utilized to adapt the trained model.
- **K-NN** [39]: a two-stage process, in which the first stage is the same as Inductive-GNN, and the second stage subsequently employs a K-nearest-neighbor (K-NN) classifier to classify each unlabeled node into the same category as the closest labeled node in terms of their representations.
- **AGF** [39]: also a two-stage process similar to K-NN, except that in the second stage the K-NN classifier is substituted by a fine-tuning step performed on the labeled nodes.

(3) **Meta-learning approaches**, which "learns to learn" on the training graphs. Instead of learning a fixed model, they learn different forms of general knowledge that can be conveniently adapted to the semi-supervised task on the testing graphs.

- **GFL** [50]: a few-shot node classification method on graphs, based on protonets [35]. While there are major differences between the few-shot and semi-supervised tasks, GFL can still be used in our setting although its performance may not be ideal.
- **Meta-GNN** [55]: another few-shot node classification approach on graphs, based on MAML [11].

All methods (except DeepWalk and Planetoid) use the same GNN architecture and corresponding settings in our model. For K-NN, we use the Euclidean distance and set the number of nearest neighbors to 1. For AGF, GFL and Meta-GNN, we use a learning rate of 0.01. For the fine-tuning step in AGF and the task adaptation in Meta-GNN, we use the same setup as the task adaptation in MI-GNN. For DeepWalk and Planetoid, we set their random walk sampling parameters, such as number of walks, walk length and window size according to their recommended settings, respectively.

### 5.2 Performance comparison to baselines

In Table 3, we report the performance comparison of our proposed MI-GNN and the baselines. Generally, our method achieves consistently the best performance among all methods, demonstrating its advantages in inductive semi-supervised node classification. More specifically, we make the following observations.

First, in the transductive setting, Transduct-GNN performs worse than DeepWalk, which is not surprising given that GNNs generally require a large training set to learn effective representations. However, in our setting, an individual test graph may be small with a limited number of labeled nodes. In this regard, the unsupervised representation learning in DeepWalk is more advantageous.

Second, the inductive approaches Induct-GNN and AGF generally outperform transductive approaches, as inductive methods can
Table 3: Performance of MI-GNN and baselines, in percent, with 95% confidence intervals.

In each column, the best result is **bolded** and the run-up is underlined. Improvement by MI-GNN is calculated relative to the best baseline. 

"***" denotes the difference between MI-GNN and the best baseline is statistically significant at the 0.01/0.05/0.1 level under the two-tail *t*-test.

<table>
<thead>
<tr>
<th></th>
<th>Flickr</th>
<th>Yelp</th>
<th>Cuneiform</th>
<th>COX2</th>
<th>DHFR</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy</strong></td>
<td><strong>Micro-F1</strong></td>
<td><strong>Accuracy</strong></td>
<td><strong>Micro-F1</strong></td>
<td><strong>Accuracy</strong></td>
<td><strong>Micro-F1</strong></td>
</tr>
<tr>
<td>DeepWalk</td>
<td>39.88±2.42</td>
<td>30.01±1.21</td>
<td>63.27±2.73</td>
<td>57.11±6.29</td>
<td>74.61±0.60</td>
</tr>
<tr>
<td>Transduct-GNN</td>
<td>13.61±1.22</td>
<td>10.71±1.20</td>
<td>24.87±1.54</td>
<td>23.85±14.6</td>
<td>49.63±0.95</td>
</tr>
<tr>
<td>Induct-GNN</td>
<td>40.48±1.69</td>
<td>29.67±1.77</td>
<td>65.95±0.56</td>
<td>56.61±1.81</td>
<td>74.89±0.35</td>
</tr>
<tr>
<td>K-NN</td>
<td>34.11±1.76</td>
<td>26.39±1.39</td>
<td>61.70±0.90</td>
<td>57.35±1.42</td>
<td>70.36±0.27</td>
</tr>
<tr>
<td>AGF</td>
<td>40.58±1.61</td>
<td>28.99±2.09</td>
<td>65.96±0.54</td>
<td>56.64±1.83</td>
<td>74.89±0.37</td>
</tr>
<tr>
<td>GFL</td>
<td>30.24±0.68</td>
<td>29.51±0.69</td>
<td>61.62±0.97</td>
<td>58.88±2.03</td>
<td>63.72±0.37</td>
</tr>
<tr>
<td>Meta-GNN</td>
<td>39.66±0.92</td>
<td>30.02±2.49</td>
<td>66.24±0.84</td>
<td>56.20±1.81</td>
<td>75.12±0.33</td>
</tr>
<tr>
<td>MI-GNN (improv.)</td>
<td><strong>44.45±2.18</strong></td>
<td><strong>33.79±1.87</strong></td>
<td><strong>67.92±0.69</strong></td>
<td><strong>60.20±2.23</strong></td>
<td><strong>81.48±0.47</strong></td>
</tr>
<tr>
<td></td>
<td>(+9.5%)</td>
<td>(+12.57%)</td>
<td>(+2.54%)</td>
<td>(+2.23%)</td>
<td>(+8.47%)</td>
</tr>
<tr>
<td></td>
<td>*******</td>
<td>*******</td>
<td>*******</td>
<td>*******</td>
<td>*******</td>
</tr>
</tbody>
</table>

Table 4: Accuracy of MI-GNN and baselines using alternative GNN architectures, in percent, with 95% confidence intervals.

<table>
<thead>
<tr>
<th></th>
<th>Flickr</th>
<th>Yelp</th>
<th>Cuneiform</th>
<th>COX2</th>
<th>DHFR</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GCN as the GNN Architecture</strong></td>
<td><strong>GraphSAGE as the GNN Architecture</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Accuracy</strong></td>
<td><strong>Micro-F1</strong></td>
<td><strong>Accuracy</strong></td>
<td><strong>Micro-F1</strong></td>
<td><strong>Accuracy</strong></td>
<td><strong>Micro-F1</strong></td>
</tr>
<tr>
<td>Transduct-GNN</td>
<td>14.89±0.94</td>
<td>50.92±0.95</td>
<td>49.40±2.27</td>
<td>11.89±0.63</td>
<td>10.89±0.43</td>
</tr>
<tr>
<td>Induct-GNN</td>
<td>12.08±3.98</td>
<td>55.04±1.77</td>
<td>71.65±0.46</td>
<td>86.06±2.78</td>
<td>90.31±1.03</td>
</tr>
<tr>
<td>AGF</td>
<td>11.94±2.45</td>
<td>53.66±3.04</td>
<td>71.66±0.46</td>
<td>86.32±3.08</td>
<td>89.64±1.00</td>
</tr>
<tr>
<td>Meta-GNN</td>
<td>22.51±3.05</td>
<td>54.80±1.86</td>
<td>72.24±0.88</td>
<td>86.92±3.66</td>
<td>90.26±0.91</td>
</tr>
<tr>
<td>MI-GNN</td>
<td><strong>29.91±6.85</strong></td>
<td><strong>57.22±1.79</strong></td>
<td><strong>75.36±2.07</strong></td>
<td><strong>86.97±2.94</strong></td>
<td><strong>91.39±0.51</strong></td>
</tr>
</tbody>
</table>

make use of the abundant training graphs. While K-NN is extended from Induct-GNN with an additional K-nearest neighbor step during testing, it actually performs worse than Induct-GNN. Recall that in our problem setting, on a new graph some node categories may not have labeled nodes (although they have some labeled examples in the training graphs), which makes K-NN unable to classify any node into those categories. Another interesting observation is that, AGF with an additional fine-tuning step on top of Inductive-GNN is only comparable to or marginally better than Inductive-GNN. That means fine-tuning can be prone to overfitting especially when the labeled data are scarce, and a better solution is to learn adaptable general knowledge through meta-learning.

Third, the meta-learning approaches achieve competitive results. GFL and Meta-GNN are often better than inductive approaches, but largely trail behind our approach MI-GNN, as they are designed for few-shot classification and lack the dual-level adaptations. In particular, our proposed MI-GNN outperforms all other methods with statistical significance in all but one case. The only exception is on the highly imbalanced DHFR dataset, where MI-GNN achieves slightly worse accuracy than Meta-GNN at low significance (p = 0.442) but significantly better Micro-F1. Note that Micro-F1 is regarded as a more indicative metric than accuracy on imbalanced classes.

5.3 Alternative GNN architectures
As MI-GNN is designed to work with different GNN architectures, we evaluate its flexibility on two other GNN architectures, namely, GCN and GraphSAGE, in addition to SGC as described in the experimental setup. For each architecture, we compare with several representative baselines in Table 4. Similar to using SGC, our approach consistently outperforms transductive, inductive and meta-learning baselines alike. The results demonstrate the robustness of our approach across different GNN architectures.

5.4 Effect of dual adaptations
The advantage of our approach MI-GNN stems from the dual adaptations at the graph and task levels. To investigate the contribution from each level of adaptation, we perform an ablation study on MI-GNN, comparing with the following variants. (1) Fine-tune only: A standard inductive GNN model without any graph- or task-level adaptation, but there is still a simple fine-tuning step on the testing graphs. This is equivalent to the AGF baseline. (2) Graph-level only: This can be obtained by removing the task-level adaptation from MI-GNN. (3) Task-level only: This can be obtained by removing the graph-level adaptation from MI-GNN.

We present the comparison in Figure 3. First of all, MI-GNN outperforms all the ablated models consistently, demonstrating the overall benefit of the dual adaptations. Among the ablated models, Fine-tune only achieves a surprisingly competitive performance approaching the model with only task-level adaptation, while graph-level adaptation performs rather poorly in majority of the cases. That means in MI-GNN the two levels of adaptations are both crucial and they are well integrated, as each adaptation alone may...
We study the effect of regularization in graph-level adaptation, and thus, it is sufficient to perform just one or two steps for efficiency.

**5.5 Hyperparameter sensitivity**

We study the effect of regularization in graph-level adaptation, and the number of gradient descent steps in task-level adaptation.

**Regularization for graph-level adaptation.** To prevent overfitting to the training graphs, we constrain the graph-conditioned transformations to ensure that the scaling is close to 1 and the shifting is close to 0. We study the effect of the regularization in Figure 4(a), as controlled by the co-efficient $\lambda$ in Eq. (14). In general, the performance is stable for different values of $\lambda$, although smaller values in the range $[0.0001, 0.01]$ tends to perform better. Overly large values will result in very little scaling and shifting, effectively removing the graph-level adaptation and thus suffering from reduced performance.

**Number of gradient steps in task-level adaptation.** As discussed in Section 4.4, we achieve task-level adaptation by conducting a few steps of gradient descent on the support set of each graph. To understand the impact of number of steps, we conduct experiments using different number of steps. Results in Figure 4(b) reveal that the performance is not sensitive to the number of steps. Thus, it is sufficient to perform just one or two steps for efficiency.

**5.6 Performance case study**

To understand more precisely when our proposed meta-inductive framework can be effective, we conduct a case study on the performance patterns of transductive and inductive methods. On one hand, the performance of inductive models on testing graphs would directly correlate to the similarity between testing and training graphs. Intuitively, the less similar they are, the less effectively knowledge can be transferred from training to testing graphs. On the other hand, transductive methods are not influenced by such similarity, as they do not learn from training graphs at all.

We compute the similarity between two graphs based on the Euclidean distance of their graph-level representations generated by an attention-based model [1]. The similarity between a testing graph and a set of training graphs is then given by the average similarity between the testing graph and each of the training graphs. Subsequently, we split the testing graphs into three groups according to their similarity to the training set, namely, high, medium and low similarity. We report the performance of each group under three settings: transductive (using DeepWalk), inductive (using Induct-GNN) and meta-inductive (using MI-GNN).

We present heatmap visualizations in Figure 5 on the Cuneiform dataset. Although the inductive setting can leverage knowledge gained from the training graphs and potentially transfer it to testing graphs, it is not always helpful and can even be harmful when the training data are quite different from the testing data, known as negative transfer [32]. Our heatmaps show that in the transductive setting, the performance remains largely unchanged across the three groups, as transductive methods do not rely on any knowledge transfer from training graphs. In contrast, the conventional inductive setting can suffer from negative transfer, as its performance drops considerably when the testing graphs become less similar to the training graphs. Finally, our meta-inductive approach is generally robust and the effect of negative transfer is much smaller than the conventional inductive method. The underlying reason is that we only learn a form of general knowledge from training graphs, which undergoes a further adaptation process to suit each testing graph. The adaptation process makes our method more robust when dealing with different graphs, which is also our key distinction from conventional inductive methods.

**6 CONCLUSION**

In this paper, we studied the problem of inductive node classification across graphs. Unlike existing one-model-fits-all approaches, we proposed a novel framework called MI-GNN to customize the inductive model to each graph under a meta-learning paradigm. To cope with the differences across graphs, we designed a dual adaptation mechanism at both the graph and task levels. More specifically, we learn a graph prior to adapt for the graph-level differences, and a task prior to further adapt for the task-level differences conditioned on each graph. Extensive experiments on five real-world graph collections demonstrate the effectiveness of MI-GNN.
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