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Node-Level Representation Learning

Graph-Level Representation Learning

Social Networks

Transportation Networks

Molecular Networks

Graph Data Graph Representation Learning Applications

Drug Design

Transportation Prediction

Public Opinion Analysis
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• Graph embedding approaches
• DeepWalk [a], node2vec [b], …

• Graph neural networks (GNNs) [c,d,e]

[a] Perozzi B., et al. 2014. Deepwalk: Online learning of social representations. KDD.
[b] Grover A., et al. 2014. node2vec: Scalable feature learning for networks. KDD.
[c] Kipf, T. N., et al. 2017. Semi-supervised classification with graph convolutional networks. ICLR.
[d] Veličković, P., et al. 2018. Graph attention networks. ICLR.
[e] Hamilton W L., et al. 2017. Inductive representation learning on large graphs. NeurIPS.

Message passing function

Neighborhood aggregation
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• Information Abundance
• distributed differently across groups

• e.g., imbalanced classes: large classes vs small classes

• High-resource groups vs Low-resource groups
• High-resource groups

• Abundant data information
• (Usually) High performance

• Low-resource groups
• Limited data information
• (Usually) Low performance
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• Graph data
• Different from vision and language data
• Non-i.i.d.
• Multifarious

• Class, structure

• Increasing volume of literature on ILoGs
• Problems
• Techniques

• Lacking a comprehensive framework to identify the commonalities and disparities

A graph dataset. Some image datasets.
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• Challenges
• Graph content -> a wide array of imbalance problems

• How to create an organized taxonomy to categorize these imbalance problems on graphs?
• Imbalance problems -> different techniques

• How to classify the literature from a technical perspective?

• Solutions
• Taxonomies

• Problems and Techniques
• Taxonomy of Problems

• Class Imbalance and Structure Imbalance
• Node-Level, Edge-Level, and Graph-Level

• Taxonomy of Techniques
• Imbalance types

• What imbalance types?
• The techniques to cope with each imbalance type

• How to cope with each type?
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• Imbalanced Learning Surveys
• Imbalanced classification
• Few-shot learning

• Anomaly detection
• Long-tailed distribution
• Characteristics:

• Focus on imbalanced learning in a general context of in specific tasks, and lack comprehensive coverage of imbalanced learning on graphs

• Graph-Related Imbalanced Learning Surveys
• Class-Imbalanced Learning

• Anomaly detection
• Few-shot classification
• Fairness learning
• Characteristics:

• Focus on individual tasks and lack a comprehensive overview of imbalanced learning on graphs

• Our Survey
• Provide a holistic view of imbalanced learning on graphs

• Covering diverse tasks with a focus on both class imbalance and structure imbalance
• Elucidate the shared traits and unique characteristics of the tasks

• Offering fresh insights into their commonalities and differences within the sphere of imbalanced learning on graphs
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• The first comprehensive survey of ILoGs
• Serve as invaluable resource for both researchers and practitioners

• We propose two novel taxonomies
• Problems and techniques
• Facilitate a thorough understanding of existing literature
• Provide a clear picture of the commonalities and distinctions

• Identify potential future research directions
• Provide insights and guidance for those interested in advancing the SOTA in this fast-paced filed

• Scenarios
• The scenarios that graph learning algorithms can involve

• Imbalance is prevalent in the real-world scenarios
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• Focus on handling imbalanced classes

Imbalance Ratio

Given 𝐾 classes

Order them in descending manner

Imbalance ratio
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Imbalance Ratio

Given 𝐾 groups

Order them in descending manner

Imbalance ratio:

What should be done if 𝑠𝒢! is noncountable?
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• Categories
• Class Imbalance
• Structure Imbalance
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• Settings

• Information Abundance

• Explanations
• Labeled nodes are unevenly distributed 

across classes.



• Summary
• Challenge

• Achieving balanced information distribution across classes for uniform model training
• Possible Further Explorations

• Innovative techniques: e.g., diffusion models [a]

[a] Rombach R., et al. 2022. High-Resolution Image Synthesis with Latent Diffusion Models. CVPR.
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• Summary
• A special case of Imbalanced Node Classification
• Possible further exploration

• Diffusion models [a]
• Foundational models [b]

• More references
• a comprehensive survey [c]
• Benchmarks: e.g., [d]
• Leaderboards: e.g., [e]

[a] Rombach R., et al. 2022. High-Resolution Image Synthesis with Latent Diffusion Models. CVPR.
[b] Bommasani R., et al. 2021. On the Opportunities and Risks of Foundation Models. arXiv.
[c] Ma X., et al. 2021. A Comprehensive Survey on Graph Anomaly Detection with Deep Learning. TKDE.
[d] Liu K., et al. 2022. BOND: Benchmarking Unsupervised Outlier Node Detection on Static Attributed Graphs. NeurIPS.
[e] https://dgraph.xinye.com/leaderboards/dgraphfin
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• Settings

• Information Abundance

• Explanations
• Base classes have abundant labeled nodes, 

while novel classes have few/no labeled 
nodes.
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• Summary
• Challenge

• How to extract transferable knowledge from base classes to benefit novel classes
• Possible Further Exploration

• Specific settings remain largely underexplored
• Generalized; multi-label; extremely weak supervision; FSNC on HINs

• Innovative techniques
• Prompt tuning [a]; generative models like diffusion [b]

• AComprehensive Survey
• [c]

[a] Liu Z., et al. 2023. GraphPrompt: Unifying Pre-Training and Downstream Tasks for Graph Neural Networks. WWW.
[b] Rombach R., et al. 2022. High-Resolution Image Synthesis with Latent Diffusion Models. CVPR.
[c] Zhang C., et al. 2022. Few-Shot Learning on Graphs. IJCAI.
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• Characteristics
• Necessitate the absence of labeled data for novel

classes during model training
• A special case of Few-Shot Node Classification

• Summary
• Still underexplored

• Due to the absence of descriptions for elements like
nodes, edges, or graphs

• A formalization of ZSNC
• [a]

[a] Wang Z., et al. 2021. Zero-shot Node Classification with Decomposed Graph Prototype Network. KDD.
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• Settings

• Information Abundance

• Explanations
• Base graphs have abundant edges, 

while novel graphs have limited edges.

• Summary
• Still underexploited
• Other settings

• Few-shot link prediction across different
sections of a single graph
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• Summary
• A special case of Imbalanced Edge Classification

• Challenge
• The highly imbalanced distribution of normal and
abnormal edges

• Possible further exploration
• Investigation on HINs

• More references
• a comprehensive survey [a]

[a] Ma X., et al. 2021. A Comprehensive Survey on Graph Anomaly Detection with Deep Learning. TKDE.
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• Settings

• Information Abundance

• Explanations
• Labeled graphs are unevenly distributed across classes.

• Summary
• Scenarios

• e.g., imbalanced chemical compound classification
• Still underexploited

Class A

Class B
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• Summary
• A special case of Imbalanced Graph Classification

• Challenge
• The highly imbalanced distribution of normal and abnormal
graphs

• Approaches
• Determine node- or edge-level anomaly scores and
aggregate to gauge graph-level anomalies

• Graph-level embedding -> anomaly scores

• Possible further exploration
• Investigation on HINs

• More references
• a comprehensive survey [a]

[a] Ma X., et al. 2021. A Comprehensive Survey on Graph Anomaly Detection with Deep Learning. TKDE.
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• Settings

• Information Abundance

• Explanations
• Base classes have abundant labeled 

graphs, while novel classes have few 
labeled graphs.
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• Summary
• Challenge

• Effectively transferring knowledge from base graph classes to novel graph classes to enhance the
performance of the latter

• Possible further exploration
• E.g., cross-domain scenario FSGC; FSGC on temporal graphs
• FSGC on HINs
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• Tasks
• Tail node embedding
• Cold-start node embedding

• Settings

• Information Abundance

• Explanations
• Head nodes have high degrees, while 

tail/cold-start nodes have few/no degrees.
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• Summary
• Challenge

• Efficient knowledge transfer from head nodes to tail or cold-start nodes
• Possible further exploration

• Cold-start node embedding is still underexploited
• The possible usage of knowledge distillation for tail node embedding
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• Settings

• Information Abundance
• The consistency between true class 

boundaries and influence boundaries of 
labeled nodes

• Explanations
• Classes with more consistent boundaries 

tend to propagate label information more 
effectively.

• Summary
• Still an underexploited problem
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• Settings

• Information Abundance

• Explanations
• Head graph have large sizes, while 

tail graphs have small sizes.
• Summary
• Still underexploited
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• Settings

• Information Abundance

• Explanations
• Motifs with more instances have 

stronger associations with the class 
than the less frequent motifs.

• Summary
• Still underexploited
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• Categories
• Improving the Low-Resource Part

• Examples
• few-shot node classification
• tail/cold-start node representation

learning
• Balancing High/Low-Resource Parts

• Examples
• imbalanced node/edge/graph

classification



41

• Meta-Learning: Learning to learn
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• MAML [a]
• Model-Agnostic Meta-Learning

[a] Finn C., et al. Model-Agnostic Meta-Learning for Fast Adaptation of Deep Networks. ICML 2017.
[b] Snell J., et al. Prototypical Networks for Few-shot Learning. NeurIPS 2017.

• Prototypical network [b]
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[a] Hu Z., et al. GPT-GNN: Generative Pre-Training of Graph Neural Networks. KDD 2020.
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[a] https://towardsdatascience.com/knowledge-distillation-simplified-dd4973dbc764.

• Knowledge: Teacher Model → Student Model
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[a] Liu Z., et al. Tail-GNN: Tail-Node Graph Neural Networks. KDD 2021.

• Knowledge: High-Resource part → Low Resource Part

Key points:
• Identity (or consistency) between high- and 

low-resource parts
• High-resource → sufficient → learn knowledge
• Low-resource → insufficient → incorporate 

knowledge → fulfill this identity
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• Auxiliary data: supplemental information
• Text data

[a] Yue Q., et al. Dual Bidirectional Graph Convolutional Networks for Zero-shot Node Classification. KDD 2022.
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• Data reweighting and resampling
• Balancing the contribution of different parts

[a] Chen D., et al. Topology-Imbalance Learning for Semi-Supervised Node Classification. NeurIPS 2021.
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• SMOTE [a] (synthetic minority over-sampling technique)

• Mixup [b]

[a] Chawla N. V., et al. SMOTE: Synthetic Minority Over-sampling Technique. JAIR 2002.
[b] Zhang H., et al. mixup: Beyond empirical risk minimization. ICLR 2018.
[c] Goodfellow I., et al. Generative Adversarial Networks. NeurIPS 2014.

• GAN [c] (generative adversarial nets)
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• Future Directions of Problems
• Class Imbalance

• Existing attention: node-level imbalance
• Edge-Level imbalance
• Generic imbalanced graph classification
• Zero-shot graph classification

• May require text information

• Structure Imbalance
• Existing attention: node-level structure imbalance
• Node-level: Generalized node degree [a]
• Graph-level: Imbalanced graph-sizes

• Future Directions of Techniques
• Cross-branch technique exploration
• Novel technique exploration

• Diffusion [b], foundation models [c]

[a] Liu Z., et al. 2023. On Generalized Degree Fairness in Graph Neural Networks. AAAI.
[b] Rombach R., et al. 2022. High-Resolution Image Synthesis with Latent Diffusion Models. CVPR.
[c] Bommasani R., et al. 2021. On the Opportunities and Risks of Foundation Models. arXiv.
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• Task of this talk
• A comprehensive review of the literature on ILoGs

• Two comprehensive taxonomies of ILoGs
• Problems

• Class imbalance
• Node, edge, graph

• Structure imbalance
• Node, edge, graph

• Techniques
• The type of imbalance
• The corresponding strategies to rectify these imbalance

• Future directions
• Problems
• Techniques
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