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ABSTRACT
Community search, which looks for query-dependent communities
in a graph, is an important task in graph analysis. Existing com-
munity search studies address the problem by finding a densely-
connected subgraph containing the query. However, many real-
world networks are heterogeneous with rich semantics. Queries in
heterogeneous networks generally involve in multiple communi-
ties with different semantic connections, while returning a single
community with mixed semantics has limited applications. In this
paper, we revisit the community search problem on heterogeneous
networks and introduce a novel paradigm of heterogeneous commu-
nity search and ranking. We propose to automatically discover the
query semantics to enable the search of different semantic commu-
nities and develop a comprehensive community evaluation model
to support the ranking of results. We build HeteroCS, a heteroge-
neous community search system with semantic explanation, upon
our semantic community model, and deploy it on two real-world
graphs. We present a demonstration case to illustrate the novelty
and effectiveness of the system.

CCS CONCEPTS
• Computing methodologies → Artificial intelligence; • In-
formation systems→ Information retrieval.
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1 INTRODUCTION
Communities naturally exist in numerous real-world graphs such
as collaboration networks, online social networks, etc. Traditionally,
community-level analysis in graphs mainly focuses on detecting
community structures within the entire graph, which has limited
the application in query-dependent scenarios. Recently, community
search [17, 2, 10] (CS for short), which aims to find the densely
connected subgraph containing the query nodes in the graph, has
attracted a surge of research attention. Most CS works focus on
querying the communities on homogeneous networks [1, 4, 8, 14].
However, as many real-world graphs are heterogeneous [20, 16], ig-
noring the heterogeneity, i.e., types of nodes and links, would miss
the valuable semantic information for community mining. Recent
advances in CS [5, 12, 11] usually attempt to model the relation-
ship between nodes in heterogeneous networks by the meta-paths
connecting them [5, 13, 12] or the user-specified relational con-
straints [11]. Nevertheless, meta-paths based methods are designed
to find a homogeneous community of nodes with the same type
rather than to discover heterogeneous communities involving di-
verse types of nodes; relational constraint-based methods require
the users to have a good understanding of the community schema
thus to define a proper set of constraints, otherwise, it may fail to
find any community without any assistance. Moreover, all exist-
ing CS works only return one community containing the query;
whereas in real scenarios, a query can be involved in multiple com-
munities with different semantics, especially when the network
schema is complex and the query intent is diverse.

In this paper, we introduce a new problem of semantic community
search over heterogeneous graphs that searches for a list of het-
erogeneous communities to provide better community exploration
from different semantic aspects, and develop HeteroCS, a hetero-
geneous community search system with semantic explanation and
evaluation.

Problem. To tackle the heterogeneity of real-world graphs and
the diversity of query semantics, we define semantic community
search as finding a ranked list of query-relevant communities with
different semantics.
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As shown in Fig. 1, given an HIN with different types of nodes
and edges, for a specific query (e.g., Q in Fig. 1(a)), we detect a
set of communities related to Q (e.g., C1, C2) and explicitly profile
them by the motifs (i.e., meta-paths or meta-structures) frequently
appeared in the communities. For example, C1 consists of many
connections whose meta-path is Author-Paper-Author, which re-
veals that community C1 is the collaboration network of Q, formed
by the co-authors of the query node and their collaborations. To
support the semantic community search and ranking, we need to
tackle three main tasks: (1) understand query intent or query se-
mantics, (2) discover query-relevant communities, and (3) evaluate
the candidate communities.

(a) Toy graph with query Q. (b) Community C1. (c) Community C2.

Figure 1: An illustration example of semantic community
search. Given a query Q, there are two qualified communities
with different semantics: C1 is formed by co-authorship and
C2 is formed by paper citations.

For the first task, we construct a query subgraph consisting of
different types of links from the query and discover the frequent
motifs in the subgraph to model the query semantics. With query
semantics explicitly modeled, we next train a GCN model with
contrastive learning technique to generate the community-aware
representation of each node such that nodes that belong to the
query-relevant semantic community would have more similar rep-
resentations as the query compared to the other nodes. Based on the
node representations, an iterative community expansion algorithm
is developed to expand the semantic community from the query. We
comprehensively evaluate candidate communities with different
semantics, in terms of their query relevance and structural cohe-
siveness. Specifically, query relevance measures how a community
is related to the query, both geometrically and semantically, and
structural cohesiveness evaluates if it is a good community with
dense inter-connections. Communities with different semantics are
returned in a ranked order along with their explanations.

System. We build a system HeteroCS to demonstrate the effec-
tiveness and interpretability of the semantic community search. It
consists of three major function modules: query semantic discov-
ery, semantic-aware community search and community evaluation.
The query semantic discovery module constructs a query-centered
subgraph in which the query semantics is discovered to guide the
search of heterogeneous communities. The search module then
takes the query nodes and the corresponding semantics to gener-
ates a ranked list of communities. The structure of each community,
along with its semantic explanation is visualized, and the ranking
scores returned by the evaluation module such as query relevance,
cohesiveness are also exhibited in the system. The detailed design
of the system is elaborated in Sect. 3.

Contributions. The main contributions of this paper are three-
fold: (1) We revisit the CS problem over heterogeneous graphs
and propose a new paradigm of semantic community search and
ranking with explanations. (2) We develop a community-aware
GCN model, an iterative community expansion algorithm and a
comprehensive evaluation model to support effective community
search and ranking. (3)We build a demo system that implements the
semantic discovery, semantic community search and explanation,
and present a case study to illustrate the usability and effectiveness
of the system.

2 RELATEDWORK
Different from community detection that identifies all communi-
ties in a network, community search can be regarded as query-
dependent community discovery. Most of the current community
search works focus on finding a dense subgraph containing the
query on homogeneous networks. Different structure metrics such
as 𝑘-core, 𝑘-truss, 𝑘-clique are adopted to measure the cohesiveness
of a community. For instance, Sozio et al. [17] propose a core-based
community search model that finds a largest 𝑘-core containing the
query as the community. Huang et al. [9] present a truss-based com-
munity search method that ensures each edge in the community
to be contained within at least 𝑘-2 triangles. Recently, a growing
number of researchers have shown interests in community search
problem over heterogeneous networks (or CSH problem). As the
first CSH work, Fang et al. [5] propose to use a meta-path 𝑃 to
define the connectivity of different nodes in an HIN, and extend
the 𝑘-core metric to (𝑘,P)-core to measure the cohesiveness of
a community. Jiang et al. [13] further improve the CSH model to
automatically generate the maximal set of qualified meta-paths and
search for the community that shares these meta-paths. However,
these two works are designed to find homogeneous communities
in an HIN, that is, all nodes in a community are with the same type.
To search for the heterogeneous community, Jian et al. [11] propose
a relational community model RCS that defines a community upon
a set of user-specified relational constraints. Nodes satisfy all the
relational constraints form a relational community and the minimal
community containing the query is returned. Although RCS can
handle personalized community requirements, it may fail to find
any community if the constraints are not properly specified.

3 SYSTEM DESCRIPTION
The overall framework of our HeteroCS system is shown in Fig. 2.
It provides an interactive search interface– initially user selects a
dataset and the nodes to query, which are then processed by the
backend Query Semantic Discover Module to obtain the query sub-
graph and query semantics. The query subgraph and semantics are
visualized and user can further choose certain semantic schema
to query. After receiving the query semantic from the user, the
Semantic-aware Community Search Module searches for the cor-
responding semantic community and the Community Evaluation
Module comprehensively evaluates the community, and then the
community as well as its goodness scores and semantic explana-
tions are returned to the user. The detailed design of the system is
described in the following subsections.
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Figure 2: System Architecture

3.1 Frontend
The frontend of the HeteroCS system consists of two parts: User
Input and Result Display. User Input receives user inputs and sends
them to the backend for processing. Result Display renders the
results passed from the backend on the interface. There are two
types of inputs required in HeteroCS system:

(1) Dataset and Query. User can select a dataset and enters a
query to search for the query-dependent community in the dataset.
The request is sent to the backend to retrieve the query-relevant
subgraph (or query subgraph for short), as well as a list of possible
query semantics. The frontend renders the query subgraph and the
network schema to the interface, and displays the query semantics
as a table object where each row representing a specific seman-
tic pattern (i.e., motif) and the proportion of its instances in the
subgraph.

(2) Semantics. To search for semantic communities, the user may
also need to select at least one semantic pattern in the table. The se-
lected semantic patterns are then sent to the backend which invokes
the Semantic-aware Community Search module to be executed. Cor-
responding semantic communities are retrieved and rendered into
a collapsible component, where each item corresponding to a com-
munity includes the visualization of its structure, its evaluation
scores, and the instances of its semantic pattern.

3.2 Query Semantic Discovery
Unlike the traditional free-text search where the query semantics
can be easily inferred from the keywords, in heterogeneous commu-
nity search, the query contains only nodes whose semantics is im-
plicit in the complex link structure of the network. For example, two
Author nodes connected by a Paper node (i.e., Author-Paper-Author)
in an academic network indicates the semantics of “co-authorship”.
Usually, meta-paths [19, 7] or meta-structures [22, 6, 21, 15] are used
to represent such semantic connections in heterogeneous networks,
which we also refer to as motifs in this paper.

As heterogeneous networks may contain diverse and complex
motifs, it is quite challenging for users to manually define the query
semantics to initialize the search process. To solve the problem, the
Query Semantic Discovery module is designed to automatically
discover and rank the possible query semantic pattern based on a
query-relevant subgraph. It consists of the following two steps:

(1) Query Subgraph Construction. Intuitively, the semantic in-
formation of a node often exists in its neighborhood subgraph.
Thus, when the system receives a query, HeteroCS first obtains the
neighborhood subgraph of the query node using breath-first search

method. To avoid including the remote and less relevant nodes, the
maximal depth of tours in the query subgraph is set as 3.

(2) Query Semantic Mining. After obtaining the query subgraph,
frequent motifs in the subgraph are adopted to represent the query
semantics. Specifically, HeteroCS first uses the Grami algorithm[3]
to obtain a set of frequently appeared motifs in the heterogeneous
graph. For each motif, it mines its instances in the query subgraph
and calculates its ratio among all motif instances. Top-ranked mo-
tifs with higher instance ratios are returned to represent query
semantics.

3.3 Semantic-aware Community Search
To facilitate the semantic community search, HeteroCS first ob-
tains the embedding of each node in the query subgraph through a
community-aware GCN model, and then uses these embeddings to
iteratively expand the target community.

3.3.1 GNN Based Representation Learning. In order to obtain a
query-dependent, semantic-relevant, and structure-cohesive com-
munity, we expect the node embedding to capture its relevance to
the query nodes, query semantic and its structure information. To
achieve this, we propose three loss functions from different per-
spectives, and train a community-aware GCN model that jointly
optimize them. Contrastive learning technique [19] is applied in
our model training as there is no labeled data for supervision.

First, to ensure nodes in the community are closely related to the
query, we sample the positive nodes and negative nodes based on
their personalized PageRank value (PPV) [23] to the query. Nodes
with high PPV are good community members and thus their em-
beddings should be more similar to the embedding of the query
nodes, while the embeddings of negative samples should be distinct
from the query embedding. Second, to achieve a community with
consistent semantic explanation, nodes in the community should be
able to form as many instances of the query motif as possible. Thus,
we use the motif instances in the network as positive samples and a
random node set as negative samples. A trainable parameter is set
for each motif to ensure the embeddings of the positive samples are
close to the motif embedding and the embedding of the negative
samples is far away from the motif embedding. Third, to make sure
the community is structure-cohesive, we expect its members to be
high-degree nodes to form more interconnections. Thus, we use the
node degree for positive and negative sampling. Embeddings of the
positive samples are optimized to be similar to query embedding,
while embeddings of the negative sample are dissimilar.

Therefore, we can feed the query subgraph into the above GCN
model to generate the community-aware representation of each
node in the subgraph, which will be utilized to obtain the semantic
community by an iterative community expansion algorithm.

3.3.2 Iterative Community Expansion. When obtaining the embed-
ding of each node in the query subgraph, the iterative community
expansion algorithm will expand a community from the query node
by iteratively including candidate nodes with the highest priority
scores calculated over their embeddings. Specifically, in each iter-
ation, the one-hop neighbors of current community members are
selected as candidates, and the priority score of each candidate is
calculated as the product of the similarity of its embedding to the
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Figure 3: HeteroCS demonstration system

query embedding, the motif embedding, and the current commu-
nity embedding which is the mean of its members’ embeddings.
The candidate with the highest score is added to expand the current
community. The iterative expansion process is terminated when
the current community reaches a pre-defined size.

3.3.3 Community Evaluation. As mentioned earlier, the query in
a heterogeneous network can have different semantics, and thus
it corresponds to different semantic communities. The community
evaluation module comprehensively evaluates each community
from three aspects: query relevance, semantic consistency and struc-
ture cohesiveness, and returns the evaluation scores to the user as
the support of search results. Specifically, the reciprocal of the sum
of the shortest distances from all nodes in the community to the
query node (i.e., query centrality) is calculated to measure the query
relevance of a community; the proportion of the query motif in-
stances in the community (i.e., motif rate) is used to measure the
semantic consistency, and the relative ratio of the number of edges
to the number of nodes in the community (i.e., internal density) is
adopted to measure the structure cohesiveness. All semantic com-
munities of the query are evaluated and returned to the user in a
ranked order, indicating their importance or relevance to the query.

4 DEMONSTRATION
In this section, we first demonstrate the functionalities of HeteroCS
and then analyze the effectiveness of our system in a real search
scenario. The video recording of the demonstration can be found
at: https://github.com/ACECWB/HeteroCS.
Demonstration scenario. We demonstrate HeteroCS on the ACM
dataset [18]. As shown in Fig. 3, we begin by selecting the dataset
from the drop-down menu in Panel A. The graph structure of the
dataset and the network schema are respectively displayed in Panel
B and Panel C, providing users with a visual perception of the struc-
ture and semantics of the dataset. Now suppose we want to explore
the communities of Professor Yizhou Sun, we enter the keyword
“Yizhou Sun” in the search box and click the query button in Panel
A. Different semantics (e.g., Paper-Paper, Author-Paper-Author) asso-
ciated with the query, along with their corresponding proportions,

are shown in Panel D. We choose two types of semantics (motif 1
and motif 3), specify the community size as 30, and click the query
button in Panel D to query. The corresponding semantic communi-
ties are sorted and visualized in Panel E. The evaluation scores of
these communities are also displayed. For each community, we can
further click the “Show Instances” button to see all the instances
of the corresponding motif (e.g., there are 43 instances of Motif 3
Author-Paper-Author in community C3), as shown in Panel F.
Effectiveness study. In the above search scenario, community C3 (mo-
tif rate=0.27) is ranked higher than community C1 (motif rate=0.13)
according to their motif rate in the query subgraph, indicating that
C3 is the primary community of the query compared to C2. By
examining the scores of the other evaluation metrics (e.g., closeness
and internal density), we can clearly see that community C3 is in-
deed superior than community C1, which verifies the effectiveness
of semantic community search model.

5 CONCLUSION
In this paper, we present HeteroCS, a system for heterogeneous se-
mantic community search. The system provides the functionalities
of query semantic discovery, semantic-aware community search
and heterogeneous community evaluation. The query semantics
can be automatically discovered from the neighboring subgraph
centered at the query, and represented by the frequent motifs. A
community-aware GCN model is trained to generate the nodes em-
beddings to support the search of heterogeneous communities with
different semantics. The communities are comprehensively evalu-
ated by their query relevance, semantic consistency, and structure
cohesiveness, and returned to user in a ranked order to facilitate
further exploration.
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